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Abstract

This thesis is a survey study of the stability of di�erence equation. Chapter one

introduces the linear �rst-order one-dimensional di�erence equation. It includes the

study of equilibrium and periodic points, de�nition and properties of Z-transform.

In chapter two, a survey study of system of linear di�erence equation is presented,

in which the basic theory, autonomous systems and periodic systems are discussed.

The question of stability for both scalar equations and system of equations is in-

vestigated in chapter three. Stability of �rst order di�erence equation, two dimen-

sional systems of di�erence equation and nonlinear system of di�erence equations

is surveyed. The last section of this chapter explores two applications showing the

importance of the stability theory.
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Chapter 1

Preliminaries

1.1 Introduction

Di�erence equations often used to describe the evaluation of certain phenomena over

period of time. For example, consider the general di�erence equation

x(n+ 1) = f(x(n)). (1.1)

By using x0 as an initial point, the following sequence can be generated

x0, f(x0), f(f(x0)), f(f(f(x0))), ...

f(x0) = x1 is called the �rst iterate of x0 under f , f 2(x0) = f(f(x0)) = x2 is called

the second iterate of x0 under f. In general fn(x0) = xn is the nth iterate of x0 under

f. This iterative procedure is an example of a discrete dynamical system. That is,

systems that can be described by a set of n variables x1, x2, . . . , xn which is speci�ed

by the following di�erence equation,

x(n+ 1) = f(x(n)).

The di�erence equation and discrete dynamical systems are equivalent in the sense

that they represent the same physical model. for instance, when we discuss di�erence

equations we often refer to the analytic theory of subject, and when we discuss

discrete dynamical system, we refer to the topological and geometrical aspects.

Di�erence equation (1.1) is called time-invariant or autonomous, if the function f
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Chapter 1. Preliminaries 2

in (1.1) is replaced by a function g of two variables g : Z+ × R −→ R, where R is

the set of real number and Z+ is the set of nonnegative integers, then we have

x(n+ 1) = g(n, (x(n))). (1.2)

This equation is called (time-variant) or nonautonomous.

1.2 Linear �rst-order di�erence equations

Consider a time period T and observe (or measure) the system at times t = nT ,

n ∈ N0, and let x(n) = f(nT ), then a sequence x(0), x(1), x(2), . . . is generated with

values are obtained from a function f , which is de�ned for all t ≥ 0. This method

of obtaining the values is called a recurrence relation or sometimes is refered to as

periodic sampling.

First, we consider the simplest case

x(n+ 1) = a(n)x(n), n ∈ N0. (1.3)

If we consider the case where a is a given constant, then the solution is given by

x(n) = anx(0), (1.4)

where the value x(0) is called the initial value. We write the equation (1.3) as

x(n+ 1)− ax(n) = 0. (1.5)

This equation is called a homogeneous �rst order di�erence equation with constant

coe�cients. The term homogeneous means that the right hand side is zero. A cor-

responding inhomogeneous equation is given as

x(n+ 1)− ax(n) = g(n), (1.6)

where the right hand side to be a constant di�erent from zero. The equation (1.5)

is called linear, since it satis�es the superposition principle. i.e. If y(n) and z(n) are

two solutions to (1.5) and α, β ∈ R are two real numbers, then w(n) = αy(n)+βz(n)

is also a solution of (1.5). The following computation clarify that

w(n+ 1)− aw(n) = αy(n+ 1) + βz(n+ 1)− a(αy(n) + βz(n))

= α(y(n+ 1)− ay(n)) + β(z(n+ 1)− az(n))

= α(0) + β(0) = 0.
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Chapter 1. Preliminaries 3

We now turn to solve (1.6). The basic idea is to compute a several terms, then guess

the structure of the solution, and then prove that we have indeed found the solution.

In the computation of x(2) we give all intermediate steps. These are omitted in the

computation of x(3) etc.

x(1) = ax(0) + g(n),

x(2) = ax(1) + g(n) = a(ax(0) + g(n)) + g(n) = a2x(0) + ag(n) + g(n),

x(3) = ax(2) + g(n) = a3x(0) + a2g(n) + ag(n) + g(n),

x(4) = ax(3) + g(n) = a4x(0) + a3g(n) + a2g(n) + ag(n) + g(n),

x(5) = ax(4) + g(n) = a5x(0) + a4g(n) + a3g(n) + a2g(n) + ag(n) + g(n),
...

x(n) = anx(0) + g(n)
n−1∑
k=0

ak.

Thus we have guessed that the solution is given by

x(n) = anx(0) + g(n)
n−1∑
k=0

ak. (1.7)

To prove that (1.7) is a solution to (1.6), we plug (1.7) into (1.6) to obtain

x(n+ 1) = an+1x(0) + g(n)
n∑

k=0

ak

= an+1x(0) + g(1 + a+ a2 + . . .+ an−1 + an)

= a(anx(0)) + g(n) + a(g(1 + a+ a2 + . . .+ an−1))

= a(anx(0) + g(n)
n−1∑
k=0

ak) + g(n)

= ax(n) + g(n).

Theorem 1.1. [7] Let a(n) and g(n), n ∈ N0, be real sequences. Then the linear

�rst order di�erence equation

x(n+ 1) = a(n)x(n) + g(n) x(0) = y0 (1.8)

has the solution

y(n) =

[
n−1∏
k=0

a(k)

]
y0 +

n−1∑
k=0

[
n−1∏

j=k+1

a(j)

]
g(k). (1.9)

The solution is unique.
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Chapter 1. Preliminaries 4

Proof. Assume that formula (1.9) holds for n = m. Then from y(m+1) = a(m)y(m)+

g(m), which by formula (1.9) yields

y(m+ 1) = a(m)

(
m−1∏
i=n0

a(i)

)
y0 +

m−1∑
r=n0

[
a(m)

m−1∏
i=r+1

a(i)

]
g(r) + g(m),

=

(
m∏

i=n0

a(i)

)
y0 +

m−1∑
r=n0

[
m∏

i=r+1

a(i)

]
g(r) +

[
m∏

i=m+1

a(i)

]
g(m)

=

(
m∏

i=n0

a(i)

)
y0 +

m−1∑
r=n0

[
m∏

i=r+1

a(i)

]
g(r).

1.2.1 Continuous time

There are two special cases of (1.9) that are important in many applications. The

�rst equation is given by

y(n+ 1) = ay(n) + g(n), y(0) = y0.

Using formula (1.9)

y(n) = any0 +
n−1∑
k=0

an−k−1g(k). (1.10)

To show that (1.10) satis�es the initial value problem. First we have

n−1∑
k=0

an−k−1g(k) = 0

by the usual convention, so u(0) = u0. For t ≥ 1,

y(n+ 1) = an+1y0 +
n−1∑
k=0

an−kg(k)

= an+1y0 +
n−1∑
k=0

an−kg(k) + g(n)

= a[an+1y0 +
n−1∑
k=0

an−kg(k)] + g(n)

= ay(n) + g(n).

4



Chapter 1. Preliminaries 5

The second equation is given by

y(n+ 1) = ay(n) + b, y(0) = y0.

Using formula (1.10), we obtain

y(n) =

a
ny0 + b[a

n−1
a−1

], if a ̸= 1,

y0 + bn, if a = 1.

To establish this

yn = ayn−1 + b

= a(ayn−2 + b)

= a2yn−2 + ab+ b

= a2(ayn−3 + b) + ab+ b

= a3yn−3 + a2b+ ab+ b

= any0 + an−1b+ an−2b+ . . .+ ab+ b

= any0 + b[
an − 1

a− 1
], a ̸= 1.

In the di�erence equation yn = ayn−1 + b, let a = 1

yn = yn−1 + b,

then yn = y0 + bn. In following we emphasise the similarity correspondence between

the technique used to solve di�erence equations and that used in solving di�erential

equations. Consider the simple di�erential equation

dx

dt
= ax(t), x(0) = x0,

with solution

x(t) = x0e
at,

and the solution of the non homogeneous di�erential equation

dy

dt
= ay(t) + g(t), y(0) = y0,

is given by

y(t) = y0e
at +

∫ t

0

ea(t−s)g(s)ds.

5



Chapter 1. Preliminaries 6

To prove that for the case where p(t) = −a, consider the �rst ordinary di�erential

equation with

dy

dt
= ay(t) + g(t), y(0) = y0,

dy

dt
− ay(t) = g(t), y(0) = y0.

This equation has a general solution:

y(t) =
1

µ(t)

[∫ t

0

µ(s)g(s)dt+ c

]
where

µ(t) = e
∫
p(t)dt = e−

∫
adt = e−at.

Hence

y(t) = eat
[∫ t

0

e−asgsds+ c

]
,

y(t) = ceat +

∫ t

0

ea(t−s)g(s)ds,

using the initial condition to obtain the value of c

y(0) = c = y0.

Therefore,

y(t) = y0e
at +

∫ t

0

ea(t−s)g(s)ds.

Thus, the exponential eat in di�erential equations corresponds to the exponential an

and the integral
∫ t

0
ea(t−s)g(s)ds corresponds to the summation

∑n−1
k=0 a

n−k−1g(k).

Example 1.2. consider

x(n+ 1) = 2x(n) + 3n, x(0) = 5.

6
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From (1.10), we have

x(n) = 5.2n +
n−1∑
k=0

3k.2n−1−k

= 5.2n + 2n−1

n−1∑
k=0

2−k.3k

= 5.2n + 2n−1

n−1∑
k=0

(
3

2
)k

= 5.2n + 2n−13

2

(
(3
2
)n−1 − 1
3
2
− 1

)
= 5.2n + 3n − 32n−1.

1.3 Equilibrium points

The notion of equilibrium points is central in the study of the dynamics of any

physical system. In many applications in biology, economics, physics.

De�nition 1.3. [20] A point x∗ ∈ X in the domain of f is called an equilibrium

point, a steady state, or �xed point if it satis�es the equation

x∗ = f(x∗, t); for all t ∈ Z. (1.11)

Example 1.4. there are two equilibrium points for the equation

x(n+ 1) = x2(n) + 2x(n),

where f(x) = x2+2x. To �nd these equilibrium points, we let x2+2x = x, and solve

for x. Hence there are two equilibrium points, −1, 0.

De�nition 1.5. [1] Let x be a point in the domain of f . If there exists a positive

integer r and an equilibrium point x∗ of (1.1) such that f r(x) = x∗, f r−1(x) ̸= x∗,

then x is an eventually equilibrium (�xed) point.

Example 1.6. A popular example of a nonlinear di�erence equation is the logistic

function with µ > 1 :

f(x) =

µx(1− x), if 0 ≤ x ≤ 1,

0, if otherwise.
(1.12)

7
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The equilibrium points are determined by the quadratic equation: x∗ = µx(1 − x).

The two solutions are x∗ = 0 and x∗ = (µ−1)
µ
. Hence the corresponding di�erence

equation has two equilibrium points. f(x) attains a maximum value of µ
4
at x = 1

2
.

1.4 Periodic points and cycles

The notion in the study of dynamical systems is the notion of periodicity. For ex-

ample, the motion of a pendulum is periodic.

De�nition 1.7. [4] A value x0 is called a periodic point for f , and its orbit is called

periodic orbit (or an n-cycle), if there is some value of n such that fn(x) = x. Any

such value of n is called a period of x0, and the smallest (positive) value of n is

called exact period (or minimal period).

A periodic orbit of length n will repeat every n steps: that is

x0, f(x0), f
2(x0), . . . , f

n−1(x0), x0, f(x0), f
2(x0), . . .

Example 1.8. Take the equation

x(n+ 1) = −2x(n) + 2.

Then, f(x) = −2x+ 2. Now, to �nd the 2-periodic points, we have to �nd f 2(x)

f 2(x) = f(f(x)) = 4x− 2 = x.

Solving this equation shows that 2
3
is the 2-periodic point of our di�erence equation.

Proposition 1.9. [4] If x0 is a periodic point with minimal period n, then fm(x0) =

f (m+n)(x0) for any m and fk(x0) = x0 holds if and only if n divides k.

Proof. For the �rst direction, if fn(x0) = x0, then the least period of x0 with respect

to f divides n. If we let m denote the least period of x0 with respect of f and write

n = km+r with 0 ≤ r < m, then x0 = fn(x0) = fkm+r(x0) = f r(fkm(x0)) = f r(x0).

Since m is the smallest positive integer such that fm(x0) = x0, we must have r = 0.

Therefore, m divides n.

For the reverse direction, let n is a minimal period of f such that fk(x0) = x0 and

n does not divide k, then k = qn+ r for some q, r ∈ Z and 0 ≤ r ≤ n. This implies

that f r(x0) = f (n+r)(x0) = f (2n+r)(x0) = . . . = f (qn+r)(x0) = fk(x0) = x0, but this

is a contradiction, since n is the minimal periodic of f .

8
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Finding all the periodic points of order n for f requires solving fn(x) = x. For

most functions this is computationally quite di�cult: if f is a polynomial of degree

d, then fn(x)− x is a polynomial of degree dn.

- For polynomials, we only have a hope of doing this (even with a computer) if f is

a polynomial of small degree and the order is small.

- However, if m | n, then every point of period m will satisfy fm(x) = x and hence

also fn(x) = x. Thus, we can save a small amount of e�ort by removing the factors

of pn(x)− x that come from terms pm(x)− x where m | n.
- This trick is especially helpful if f is a quadratic polynomial and n = 2: then

f 2(x)− x has degree 4, but it is divisible by the quadratic f(x)− x, so we can take

the quotient and obtain a quadratic, which is then easy to solve.

De�nition 1.10. [18, 4] A value x0 is called a preperiodic point for f (or eventually

periodic) if there exist positive integers m and n such that fm(x0) = f (m+n)(x0).

Equivalently, x0 is preperiodic if there exists some m so that fm(x0) is periodic. In

the event that n = 1 we say x0 is an eventually �xed point.

Example 1.11. The point x0 = −1 is an eventually �xed point for the function

f(x) = x4, since the orbit of −1 is −1, 1, 1, 1, . . .

Example 1.12. The point x0 = 1
3
is an preperiodic point for the function f(x) =

1− 3
2
x2, since the orbit of 1

3
is 5

6
, 2
3
, 0, 1,−1, . . .

1.5 The Z-transform method

The idea behind the Z-transform, which is also called transformation method, is to

simplify the study of linear di�erential equation or di�erence equation to a study of

geometric equation corresponding to the original di�erence or di�erential equation.

For example, the Laplace transform is used in solving and analysing higher order

linear di�erential equations and linear di�erence equations, while the Z-transform

method is most suitable for linear di�erence equations and discrete systems. Com-

munication, signal processing and digital control are of the main applications that

Z-transform is most often used for analysing and computing.

9
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1.5.1 De�nitions and examples

The Z-transform of sequences x(n) is de�ned by

x̃(z) = Z(x(n)) =
∞∑
j=o

x(j)z−j, (1.13)

where {x(n) = 0; n = −1,−2, ....}, and z is a complex number. The domain of

convergence of x(z) is de�ned as the values of z in the complex plane for which

the series (1.13) converges. Region of convergence of the series (1.13) is determined

usually by the ratio test and root test. Suppose that

lim
j→∞

| x(j + 1)

x(j)
|= R.

Then by the ratio test, the in�nite series (1.13) converges if

lim
j→∞

| x(j + 1)z−j−1

x(j)z−j
|< 1,

and diverges if

lim
j→∞

| x(j + 1)z−j−1

x(j)z−j
|> 1.

Hence, the series (1.13) converges in the region | z |> R, and diverges for | z |< R.

In addition, the number R is called the radius of converges of series (1.13). If R = 0,

the Z-transform x̃(z) converges every where with the possible exception of the origin.

On the other hand, if R = ∞, the Z-transform diverges every where. We compute

the Z-transform of some elementary functions.

Example 1.13. Find the Z-transform of the sequence x(n) = cosh(wn), for n ≥ 0.

10
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Solution:

X(z) =
∞∑
n=0

cosh(wn)z−n

=
∞∑
n=0

1

2
(ejwn + e−jwn)z−n

=
1

2

∞∑
n=0

(ejwz−1)n +
1

2

∞∑
n=0

(e−jwz−1)n

=
1

2
(

1

1− ejwz−1
) +

1

2
(

1

1− e−jwz−1
), | z |>| ejw |= 1

=
1

2
(

z

z − ejw
) +

1

2
(

z

z − e−jw
), | z |> 1

=
1

2

(
z(z − e−jw)

z2 − z(ejw + e−jw) + 1
+

z(z − ejw)

z2 − z(ejw + e−jw) + 1

)
, | z |> 1

=
z − zcosh(w)

z2 − 2zcosh(w) + 1
, | z |> 1

1.5.2 Properties of the Z-transform

we will discuss main properties of the Z-transform.

(i) Linearity, let x̃(z) be the Z-transform of x(n) with radius of convergence R1

and ỹ(z) be the Z-transform of y(n) with radius convergence R2, then for any

complex number a, b we have

Z[ax(n) + by(n)] = ax̃(z) + bỹ(z),

for some |z| > max(R1, R2).

(ii) Shifting to the right and left property, consider the sequence x̃(z) with radius

R of convergence, then

(a) shifting z(x̃(n)) to the right is de�ned as

Z[x(n− k)] = z−kx̃(z),

for | z |> R, and x(−i) = 0 for i = 1, 2, . . . , k,

(b) shifting z(x̃(n)) to the left is de�ned as

Z[x(n− k)] = z−kx̃(z)−
k−1∑
r=0

x(r)zk−r.

for | z |> R.

11
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(iii) convolution, ∗, a convolution of two sequences x(n), y(n) is de�ned by

x(n) ∗ y(n) =
n∑

j=0

x(n− j)y(j) =
n∑

j=0

x(j)y(n− j)

Z[x(n) ∗ y(n)] = x̃(z)ỹ(z)

(iv) The property of multiplication, suppose that x̃(z) is the Z-transform of x(n)

with radius of convergence R, then

Z[bnx(n)] = x̃(
z

b
), |z| > |b|R.

(v) The inverse Z-transform, Z−1[x̃(z)] = x(n), is used to obtain the sequence

x(n) for x̃(n).

Example 1.14. Determine the Z-transform of

x(n) =
1

5n
[u(n)− (u− 5)], n = 0, 1, 2, ...

x̃(n) =
1

5n
u(n)− 1

5n
u(n− 5)

ZT [x(n)] = ZT [
1

5n
u(n)]− ZT [

1

5n
u(n− 5)]

=
z

z − 1
5

− ZT [
1

5n
1

5n−5
u(n− 5)]

x(z) =
z

z − 1
5

− (0.2)5ZT [
1

5n−5
u(n− 5)]

=
z

z − 1
5

− (0.2)5z−5 z

z − 1
5

=
z − (0.2)−5z−4

z − 1
5

=
z5 − (0.2)5

z4(z − 1
5
)
.

12



Chapter 2

System of linear

di�erence equation

2.1 Equations of �rst order with a single variable.

Consider the �rst-order di�erence equation

xt + axt−1 = bt, (2.1)

with one variable x, a is a time-independent coe�cient and bt is the forcing term.

When bt = 0, the di�erence equation is said to be homogeneous, otherwise it is

called non-homogeneous. When the forcing term is a constant (bt = b for all t) the

di�erence equation (2.1) is non-homogeneous and autonomous (or time-invariant).

Finally, when bt is time-dependent the equation is said to be non-autonomous; this

more general formulation, allowing to capture seasonality, deterministic shocks or

perturbations. The most general form of linear di�erence equation is one in which

also the coe�cient a is time-varying.

2.1.1 Autonomous equations.

Starting with a non-homogeneous, autonomous di�erence equation, with bt being

equal to a time-invariant scalar b. A �rst approach is to solve (2.1) by successive

13
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iteration. Suppose the initial value x0 is given, then

x1 = b− ax0

x2 = b− a(b− ax0)

= b− ab+ a2x0

x3 = b− a(b− ab+ a2x0)

= b− ab+ a2b− a3x0

then

xt = b(1 + (−a) + (−a)2, . . . ,+(−a)t−1) + (−a)tx0

=
(1− (−a))t

1− (−a)
b+ (−a)tx0, if a ̸= −1

Rearranging and gathering terms in (−a)t yields

xt = (−a)t
[
x0 −

b

1 + a

]
+

b

1 + a
(2.2)

A general method, analogous to the one used for di�erential equations, is based

on the Superposition Principle (see theorem [SP] below). That is, the solution of a

linear di�erence equation is the sum of the particular solution, any solution to the

non-homogeneous di�erence equation, and the complementary solution, solution of

its homogeneous part

xt = xcot + xpat .

For autonomous equations, a (very convenient) particular solution is the steady-state

solution, xpat = x∗, which is constant over time. Consider the homogeneous equation,

xt + axt−1 = 0. Recalling di�erential equations, one may guess a solution to this

equation to be, xt = ckt, where c is analogous to a constant of integration and k =

−a. (Recall that for homogeneous di�erential equations of the type, x′(t)+ax(t) = 0,

the complementary solution is xcot = ce(−a)t. This can be derived, �rst, by integrating
x′

x
+ a = 0 over t, which yields log[x(t)] = B − at, with B de�ned by collecting

the two constants of integration. Then, by taking the exponential of both sides and

letting c := eB). In the di�erence equation, the instantaneous rate of change e(−a)t is

replaced by (−a)t. To see the latest, substitute the guessed solution in the equation,

ckt + ackt−1 = 0; simplifying, ckt−1(k + a) = 0, which is satis�ed if and only if

k = −a. To summarize, the complementary solution is,

xcot = c(−a)t

14
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As a particular solution take the steady-state x∗; substituting xt = x∗, x∗+ax∗ = b,

hence

xpat =
b

1 + a
,

therefore the general solution is

xt = xcot + xpat = c(−a)t + b

1 + a
. (2.3)

This solution is identical to (2.2), the one found by iterated substitutions, except

for c that is still to be determined. Take t = 0, then x0 = c(−a)0 + b
(1+a)

, implying

c = x0 − b
(1+a)

, if a ̸= −1.

It remains to consider the case in which a = −1, implying xt = xt−1+b. Incidentally,

the method used to �nd the general solution, and precisely the complementary

solution, is called undetermined coe�cients. This is based on guessing a functional

form for xt and verify that this solves the equation (for some coe�cients). Guess,

xt = αt, a trend line with initial value at α to be determined. Substituting, α(t +

1)− αt− b = 0, satis�ed for α = b. Hence, if a = −1,

xt = bt+ x0. (2.4)

obviously, any other guess on functional forms would not work. The following theo-

rem establishing the Superposition Principle (SP).

Theorem 2.1. (SP)[24] Any solution xt of the equation xt + axt−1 = bt can be

written as

xt = xcot + xpat

with xcot = c(−a)t, for a particular solution xpat .

Proof. Let xt is a solution of (2.1).

zt = xt − xpat

xt+1 = xt+1 − xpat

= −axt + bt − (−axpat + bt)

= −a(xt − xpat )

= −azt−1.

That is, zt = c(−a)t solves the homogeneous equation, so xt = zt + xpat = c(−a)t +
xpat .

The Superposition Principle is a general result that, as you can see from its proof,

extends to non-autonomous equations to systems of linear equations.

15
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2.2 The Basic Theory

Let A(n) be an k × k matrix whose elements aij(n) are real or complex functions

and x(n) ∈ Rk with entries that are real or complex functions. A linear equation

x(n+ 1) = A(n)x(n) + g(n),

g(n) ∈ Rk, is said to be a nonhomogeneous linear di�erence equation. If g(n) = 0

then the equation is called homogeneous linear di�erence equation.

x(n+ 1) = A(n)x(n), (2.5)

when an initial vector x0 is assigned to (2.5) the solution can be determined uniquely.

For example, it follows from (2.5) that the solution takes the form

x(n, n0, x0) =

[
n−1∏
i=n0

A(i)

]
x0,

∏n−1
i=n0

A(i) where is uniquely determined for all n. As the matrices A(i) can not

commute, the order in the product became important with the lowest index is always

the rightmost. The above product was the following order A(n−l)A(n−2) . . . A(n0).

Sometimes, in order to avoid confusion, we shall denote the solution of (2.5) having

x0 as initial vector by x(n, n0, x0). The space K of solutions of (2.5) is a linear space,

since any linear combination of two solutions is a solution of the same equation.

De�nition 2.2. [1] The solutions x1(n), x2(n), ..., xk(n) of (2.5) are said to be lin-

early independent for n ≥ no ≥ 0 if whenever c1x1(n) + c2x2(n) + ... + ckxk(n) = 0

for all n ≥ no, then ci = 0, 1 ≤ i ≤ k.

Let Φ(n) be a k × k matrix whose columns are solutions of (2.5). We write

Φ(n) = [x1(n), x2(n), ..., xk(n)].

Now

ϕ(n+ 1) = [A(n)x1(n), A(n)x2(n), ..., A(n)xk(n)]

= A(n)[x1(n), x2(n), ..., xk(n)]

= A(n)Φ(n).

16
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Hence, Φ(n) satis�es the matrix di�erence equation:

Φ(n+ 1) = A(n)Φ(n). (2.6)

Furthermore, the solutions x1(n), x2(n), ..., xk(n) are linearly independent for n ≥ no

if and only if the matrix Φ(n) is nonsingular (detΦ(n) ̸= 0) for all n ≥ no.

De�nition 2.3. [1] If Φ(n) is a matrix that is nonsingular for all n ≥ no and

satis�es (2.6), then it is said to be a fundamental matrix for system equation (2.5).

Note that if Φ(n) is a fundamental matrix and C is any nonsingular matrix, then

Φ(n)C is also a fundamental matrix.

Thus there are in�nitely many fundamental matrices for a given system. However,

there is one fundamental matrix that we already know, namely,

Φ(n) =
n−1∏
i=no

A(i), with Φ(no) = I.

In the autonomous case when A is a constant matrix, Φ(n) = An−no , and if no =

0, then Φ(n) = An. Consequently, it would be more suitable to use algorithm to

compute the fundamental matrix for an autonomous system.

Theorem 2.4. [21] There is a unique solution Ψ(n) of the matrix (2.6) with Ψ(n0) =

I.

Proof. The matrix di�erence equation (2.6) is a system of k2 �rst-order di�erence

equations. De�ne k2-vector solution ν such that ν(n0) = (1, 0, . . . , 1, 0, . . .)T , where

all entries are 0
′s except at the �rst, (k+2)th, (2k+3)th, . . . indices where 1

′s appear.

The vector v is then converted to the k×k matrix Ψ(n) by grouping the components

into sets of k elements in which each set will be a column. Clearly, Ψ(n0) = I.

The state transition matrix is de�ned as

Φ(n, n0) = Φ−1(n)Φ(n0),

where Φ(n) is the fundamental matrix.

In addition, to the two basic properties: Φ(n,m) = Φ(n)Φ−1(m) for any two positive

integers n,m with n ≥ m and Φ(n+1,m) = A(n)Φ(n,m), some of other properties

of ϕ(n,m) will be listed below that

17
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Corollary 2.5. [10] The solution of (2.5) with x(n, n0, x0) = xo is unique and given

by

x(n, n0, x0) = Φ(n, n0)x0.

Lemma 2.6. [1, 18] Abel′s Formula. For any n ≥ n0 ≥ 0,

detΦ(n) =

(
n−1∏
i=n0

[detA(i)]

)
detΦ(n0). (2.7)

Proof. Taking the determinant of both sides of (2.6) we obtain the scalar di�erence

equation

detΦ(n+ 1) = detA(n) detΦ(n)

whose solution is given by (2.7).

Corollary 2.7. [18] If A is a constant matrix in (2.5), then

detΦ(n) = [detA]n−n0 detΦ(n0). (2.8)

Corollary 2.8. [1] The solutions x1(n), x2(n), ..., xk(n) of (2.5) are linearly inde-

pendent for n ≥ no if and only if Φ(no) is non singular.

Theorem 2.9. [18] There are k linearly independent solutions of system (2.5) for

n ≥ n0.

Proof. De�ne ei = (0, 0, . . . , 1, . . . , 0)T ∈ Rk to be the standard unit vector for all

i ∈ [1, k]. for each ei, there exist a solution of (2.5) with x(n0, n0, ei) = ei. The set

of solutions are linearly independent since |ϕ(n0)| = |I| ̸= 0.

The solutions of system (2.5) has two main features that they are closed under

addition and scalar multiplication.

(1) if x1(n) and x2(n) are a solution of (2.5) then x1(n) + x2(n) is also a solution.

(2) if x1(n) is a solution, then cx1(n) is also a solution of (2.5).

Proof. (1) Let x(n) = x1(n) + x2(n), then

x(n+ 1) = x1(n+ 1) + x2(n+ 1)

= Ax1(n) + Ax2(n)

= A[x1(n) + x2(n)]

= Ax(n).

18
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(2) Let x(n) = cx1(n), then

x(n+ 1) = cx1(n+ 1)

= cAx1(n)

= Ax(n).

One can generalize the linearity principle as follows if x1(n), x2(n), ..., xk(n) are

solutions of system (2.5), then x(n) = c1x1(n) + c2x2(n) + ... + ckxk(n) is also a

solution. This leads to the following de�nition.

De�nition 2.10. [1] Assuming that {xi(n)|1 ≤ i ≤ k} is any linearly independent

set of solutions of (2.5), the general solution of (2.5) is de�ned to be

x(n) =
k∑

i=1

cixi(n), (2.9)

where ci ∈ R and at least one ci ̸= 0. Formula (2.9) may be written as

x(n) = Φ(n)c, (2.10)

where Φ(n) = (x1(n), x2(n), ..., xk(n)) is a fundamental matrix, and

c = (c1, c2, ..., ck)
T ∈ Rk.

Remark 2.11. [1] The set S of all solutions of system (2.5) forms a linear (vector)

space under addition and scalar multiplication. Its basis is any fundamental set of

solutions and hence its dimension is k. The basis x1(n), x2(n), ..., xk(n) spans all

solutions of equation (2.5). Hence any solution x(n) of equation (2.5) can be written

in the form (2.9) equivalently (2.10) This is may we call x(n) in (2.9) a general

solution.

Now, consider the nonhomogeneous system (2.5). We de�ne a particular solution

yp(n) of (2.5) as any k−vector function that satis�es the non homogeneous di�erence

system. The following result gives us a mechanism to �nd the general solution of

system (2.5).

Theorem 2.12. [18] Any solution y(n) of (2.5) can be written as

y(n) = Φ(n)c+ yp(n),

for an appropriate choice of the constant vector c, and a particular solution yp(n).
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Proof. Let y(n) be a solution of (2.5) and yp(n) be a particular solution of (2.5).

Let x(n) = y(n)− yp(n), then

x(n+ 1) = y(n+ 1)− yp(n+ 1)

by applying (2.2)

x(n+ 1) = A(n)y(n)− A(n)yp(n)

= A(n)[y(n)− yp(n)]

this implies that

= A(n)x(n).

So x(n) is a solution of (2.5). Hence x(n) = Φ(n)c for some vector constant c. So

y(n)− yp(n) = Φ(n)c.

Lemma 2.13. [1, 18] A particular solution of (2.5) may be given by

yp(n) =
n−1∑
r=no

Φ(n, r + 1)g(r)

with yp(no) = 0

Proof.

yp(n+ 1) =
n∑

r=n0

Φ(n+ 1, r + 1)g(r)

=
n−1∑
r=n0

A(n)Φ(n, r + 1) + Φ(n+ 1, n+ 1)g(n)

= A(n)yp(n) + g(n)

Hence, yp(n) is a solution of (2.2). Furthermore, yp(n0) = 0.

Theorem 2.14. (Variation of Constant Formula)[1, 18] The unique solution

of the initial value problem

y(n+ 1) = A(n)y(n) + g(n), y(n0) = y0, (2.11)
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is given by

y(n, n0, y0) = Φ(n, n0)y0 +
n−1∑
r=n0

Φ(n, n0)Φ(n0, r + 1)g(r),

= Φ(n, n0)y0 +
n−1∑
r=n0

Φ(n, r + 1)g(r), (2.12)

it follows that Φ(n, n0) =
∏n−1

i=n0
A(i) where

∏n0−1
i=n0

A(i) = I. We can rewrite

(2.12) in the form

y(n, n0, y0) =

(
n−1∏
i=n0

A(i)

)
y0 +

n−1∑
r=n0

(
n−1∏

i=r+1

A(i)

)
g(r), (2.13)

in the case where A is a constant matrix, Φ(n, n0) = An−n0 , and of course Φ(n, n0) =

Φ(n− n0, 0). The equation (2.13) reduces to

y(n, n0, y0) = An−n0y0 +
n−1∑
r=n0

An−r−1g(r).

Example 2.15. Solve the system y(n+ 1) = Ay(n) + g(n), where

A =

(
4 1

0 4

)
, g(n) =

(
n

2

)
, y(0) =

(
1

1

)
Solution

An =

(
4n n4n−1

0 4n

)
.

Hence,

y(n) =

(
4n n4n−1

0 4n

)(
1

1

)
+
∑n−1

r=0

(
4n−r−1 (n− r − 1)4n−r−2

0 4n−r−1

)(
r

2

)

=

(
4n

0

)
+
∑n−1

r=0

(
r4n−r−1 + (n− r − 1)4n−r−2

4n−r−1

)

=

(
4n

0

)
+ 4n

(
1
4

∑n−1
r=1 r

(
1
4

)r
+ n−1

4

∑n−1
r=1

(
1
4

)r
1
2

∑n−1
r=0

(
1
4

)r
)

=

(
4n

0

)
+ 4n

(
1
4

[
1− (1

4
)n
]
− n(1

4
)n+2 + n−1

2

[
1 + (1

4
)n
]

1− (1
4
)n

)

=

(
4n

0

)
+ 4n

(
−n

4

(
1
4

)n
+ n

4
+ n

4

(
1
4

)
1− (1

4
)n

)
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=

(
4n

0

)
+

(
n4n−1 − 3

4
n

4n−1

)

=

(
4n + n4n−1 + 3

4
n

4n−1

)

=

(
22n + n22(n−1) + 3

4
n

22(n−1)

)
.

2.3 The Jordan form: Autonomous (time-invariant)

systems revisited

In this section we will present the Jordan form of a matrix. The importance of Jordan

form appears in both sides theoretical and computational aspects of autonomous

systems.

2.3.1 Diagonalizable matrices

let A and B be two m ×m matrices, A is said to be similar to B i� P−1AP = B,

for a nonsingular matrix P . For special case, when B is a diagonal matrix, say

B = (λ1, λ2, ..., λm), then A is said to be diagonalizable. That is

P−1AP = B = diag[λ1, λ2, ..., λm],

and

A = P−1BP,

Ak = (PDP−1)k = PDkP−1.

Explicitly,

An = P


λk1 0

λk2
. . .

0 λkm

P−1.

Now, for the equation

x(n+ 1) = Ax(n), (2.14)
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the fundamental matrix Φ(n) is

Φ(n) = AkP = P


λk1 0

λk2
. . .

0 λkm

 , (2.15)

using the condition Φ(0) = P , it gives that

Ak = Φ(k)Φ−1(0).

Now, formula (2.15) is useful only once the matrix P is determined. Let ξi be

the eigenvector of A corresponding to eigenvalues λ, i = 1, . . . ,m, then P =

(ξ1, ξ2, ..., ξk).

Example 2.16. Find the general solution of x(n+ 1) = Ax(n), where

A =

3 2 4

2 −1 2

4 2 3


Solution: The eigenvalues of A can be obtained by solving the characteristic equation

det(A− λI) = det

3− λ 2 4

2 −λ 2

4 2 3− λ

 = 0

This determinant produces (λ + 1)2(λ − 8) = 0. Thus, λ1 = 8, and λ2 = λ3 = −1.

To �nd the corresponding eigenvectors, we solve the equation (A−λI)x = 0. Hence,

for λ1 = 8, we have −5 2 4

2 −8 2

4 2 −5


x1x2
x3

 =

0

0

0

 .

1 0 −1

0 1 −1
2

0 0 0


Then x1 = x3 , x2 =

1
2
x3 choose x3.

Solving this system gives us the �rst eigenvector

ξ1 =

2

1

2

 .
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Now, for λ2 = λ3 = −1, we have4 2 4

2 1 2

4 2 4


x1x2
x3

 =

0

0

0

 .

Consequently, x1 +
1
2
x2 + x3 = 0 is the only equation obtained from this algebraic

system. To solve the system, two of the three unknown terms x1, x2, and x3 must

be arbitrarily chosen. So, if we let x1 = 0 and x2 = 2, then x3 = −1. Hence, we get

eigenvector

ξ2 =

 0

2

−1

 .

On the other hand, if we let x1 = 1 and x2 = 0, then x3 = −1. This gives the third

eigenvector

ξ3 =

 1

0

−1

 .

Obviously, there are in�nitely many choices for ξ2, ξ3. We see that the general solu-

tion is

x(n) = c18
n

2

1

2

− c2

 0

2

−1

− c3

 1

0

−1



or

x(n) =

 2c18
n + c3

c18
n + 2c2

2c18
n − c2 − c3

 (2.16)

Suppose that in the above problem we are given an initial value

x(0) =

0

1

0


and must �nd the solution x(n) with this initial value. One way of doing this is by

letting n = 0 in the solution given by formula (2.16) and evaluating the constants
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c1, c2, and c3. This yields

2c1 + c3 = 0,

c1 + 2c2 = 1,

2c1 − c2 − c3 = 0.

Solving this system gives c1 =
1
9
, c2 =

4
9
, and c3 = −2

9
, leading us to the solution

x(n)



2
9
8n − 2

9

1
9
8n + 8

9

2
9
8n − 2

3

 .

2.3.2 The Jordan form

Here we focus on the general case where the matrix A is not diagonalizable. That is,

the case where A has repeated eigenvalues, and ℓ-linearly independent eigenvectors

can′t be obtained. For example, the following matrices are not diagonalizable:

[
4 1

0 4

]
,

3 0 0

0 3 2

0 0 3

 ,

1 0 0 0

0 3 0 0

0 0 4 2

0 0 0 5

 .
If a m×m matrix A is not diagonalizable, then it can be reduced to diagonal matrix,

that is, P−1AP = D, using Jordan form

D = diag(J1, J2, ..., Jr), 1 ≤ r ≤ m, (2.17)

and

Di =



λi 0 . . . 0

0 λi 0

0 0
. . . . . .

...
...

. . .

0 0 λi


(2.18)

The matrix Di is called a Jordan block. The following theorem clarify these notes
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Theorem 2.17. [1, 20](The Jordan Canonical Form).

Any m×m matrix A is similar to a Jordan form given by the formula (2.17), where

each Di is a ℓi × ℓi matrix of the form (2.18), and
∑r

i=1 ℓi = m.

The number of linearly independent eigenvectors corresponding to λ is called

geometric multiplicity of λ. The number of times that λ is repeated is called the

algebraic multiplicity of λ and is denoted by aλ.

(i) If aλ = 1, then λ is not repeated and λ is refered to as simple.

(ii) If aλ equals to geometric multiplicity of λ then it is called semisimple.

For example, the matrix 
3 0 0 0 0

0 5 0 0 0

0 0 5 0 0

0 0 0 4 1

0 0 0 0 4


has one simple eigenvalue 2, one semisimple eigenvalue 1, and one eigenvalue 4,

which is neither simple nor semisimple.

We list below the possible Jordan forms of a 3× 3 matrix with an eigenvalue λ = 4,

of multiplicity 3. In the matrix, di�erent Jordan blocks �gured by squares.4 1 0

0 4 1

0 0 4


︸ ︷︷ ︸

(a)

4 0 0

0 4 1

0 0 4


︸ ︷︷ ︸

(b)

4 1 0

0 4 0

0 0 4


︸ ︷︷ ︸

(c)

4 0 0

0 4 0

0 0 4


︸ ︷︷ ︸

(d)

In (d) the matrix is diagonalizable, and we have three Jordan blocks of order 1.

Thus, ℓ1 = ℓ2 = ℓ3 = 1, r = 3, and the geometric multiplicity of λ is 3.

In (c) there are two Jordan blocks with ℓ1 = 2, ℓ2 = 1, r = 2, and the geometric

multiplicity of λ is 2.

In (b) there are also two Jordan blocks with ℓ1 = 1, ℓ2 = 2, r = 2, and the geometric

multiplicity of λ is 2.

In (a) there is only one Jordan block with ℓ1 = 3, r = 1, and the geometric mul-

tiplicity of λ is 1. The linearly independent eigenvectors corresponding to λ = 4 in
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(d), (c), (b), (a) are, respectively,1

0

0

 ,

0

1

0

 ,

0

0

1


︸ ︷︷ ︸

d

1

0

0

 ,

0

0

1


︸ ︷︷ ︸

c

1

0

0

 ,

0

1

0


︸ ︷︷ ︸

b

1

0

0


︸ ︷︷ ︸

a

Note that a matrix of the form 
λ . . . 0

0 λ . . . 0
...

...
...

...

0 0 0 . . .

0 0 0 . . . λ


has only one eigenvector, which is, the unit vector e1 = (1, 0, ..., 0)T . This veri�es

that the linearly independent eigenvectors of the Jordan form J given by formula

(2.17)

e1, eℓ1+1, eℓ1+ℓ2+1, ..., eℓ1+ℓ2+...+ℓr−1 + 1.

Now, since P−1AP = D, then

AP = PD. (2.19)

Let P = (ξ1, ξ2, ..., ξk). Equating the �rst ℓ1 columns of both sides in formula (2.19),

we obtain

Aξ1 = λ1ξ1, ..., Aξi = λ1ξi + ξi−1, i = 2, 3, ..., ℓ1. (2.20)

It is clear that, ξ1 is the only eigenvector of A in the Jordan chain ξ1, ξ2, ..., ξℓ1 . The

other vectors ξ2, ξ3, ..., ξℓ1 are called generalized eigenvectors of A, and they obtained

using the di�erence equation

(A− λ1I)ξi = ξi−1, i = 2, 3, ..., ℓ1.

As the same as for the remainder of the Jordan blocks, it can be found the generalized

eigenvectors corresponding to the υth Jordan block using the di�erence equation

(A− λυI)ξυ = ξυi−1
, i = 2, 3, ...., ℓm. (2.21)

Now, we know that Ak = (PDP−1)k = PDkP−1, where

Dn =


Dk

1 0

Dk
2

. . .

0 Dk
m

 .
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Notice that for any Di, i = 1, 2, ..., r, we have Di = λiI +Ni, where

Ni =


0 1 0 . . . 0

0 0 1 0
...

... 1

0 0 . . . 0


is an ℓi × ℓi nilpotent matrix (i.e., N r

i = 0 for all r ≥ ℓi). Hence,

Dn
i = (λiI +Ni)

k = λki I +

(
n

1

)
λk−1
i Ni +

(
n

2

)
λk−2
i N2

i + . . .+

(
n

ℓi − 1

)
λn−ℓi+1
i N ℓi−1

i

=



λni
(
n
1

)
λn−1
i

(
n
2

)
λn−2
i . . .

(
n

si−1

)
λn−si+1
i

0 λni
(
n
1

)
λn−1
i . . .

(
n

si−2

)
λn−si+2
i

...
...

. . .
...

(
n
1

)
λn−1
i

0 0 . . . λni


(2.22)

Example 2.18. Find the general solution of x(n+ 1) = Ax(n) with

A =

5 1 2

0 2 −5

0 1 2

 .

Solution: The eigenvalues are λ1 = λ2 = λ3 = 5. To �nd the eigenvectors, we solve

the equation (A− λI)ξ = 0,

or 5 1 2

0 −2 −5

0 1 2


d1d2
d3

 =

0

0

0

 .

Hence,

5d1 + d2 + 2d3 = 0,

−2d2 − 5d3 = 0,
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d2 + 2d3 = 0,

which generating two eigenvectors,

ξ1 =

 1

−2

0

 , ξ2 =

 0

−2

1

 .

Now, to �nd one generalized eigenvector ξ3, we apply the formula (2.20) and solve

(A− 5I)ξ3 = ξ1 : 0 1 2

0 −3 −5

0 1 −3


a1a2
a3

 =

 1

−2

0

 .

gives a system that has no solution. The second attempt will b

(A− 5I)ξ3 = ξ2,

or 0 1 2

0 −3 −4

0 1 −3


a1a2
a3

 =

 1

−2

0

 ,

which result

ξ3 =

 0

−1

1

 .

Thus,

P =

 1 0 0

−2 −2 1

0 1 1

 ,

D =

5 0 0

0 5 0

0 0 5

 ,

and

Dn =

5n 0 0

0 5n n5n−1

0 0 5n

 .
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Hence,

x(n) = PDnĉ

 0 5n n5n−1

−2 · 5n −2 · 5n −2n5n−1 − 5n

−5n 5n n5n−1 + 5n


ĉ1ĉ2
ĉ3

 .

where ĉ is a vector constant can be found if initial condition is given.

2.3.3 Block-Diagonal Matrices

In general, the generalized eigenvectors corresponding to an eigenvalue λ of algebraic

multiplicity m are the solutions of the equation

(A− λI)mξ = 0.

The �rst eigenvector ξ1 corresponding to λ is obtained by solving the equation

(A− λI)ξ = 0.

The second eigenvector or generalized eigenvector ξ2 is obtained by solving the

equation

(A− λI)2ξ = 0.

And so on.

Now if J is the Jordan form of A, that is, P−1AP = J or A = PJP−1, then λ is an

eigenvalue of A if and only if it is an eigenvalue of J . Moreover, if ξ is an eigenvector

of A, then ξ̃ = P−1ξ is an eigenvector of J.

We would like to know the structure of the eigenvectors ξ̃ of J. For this we appeal

to the following lemma from Linear Algebra.

Lemma 2.19. [1] let C =

(
A 0

0 B

)
be a k × k block-diagonal matrix such that A

is an r × r matrix and B is an s × s matrix, with r + s = k. Then the following

statements hold true:

i: if λ is an eigenvalue of A, then it is an eigenvalue of C. Moreover, the eigen-

vector and the generalized eigenvectors corresponding to λ are of the form

ξ = (a1, a2, . . . , ar, 0, . . . , 0)
T for some ai ∈ R.

ii: If λ is an eigenvalue of B, then it is an eigenvalue of C. Moreover, the eigen-

vector and the generalized eigenvectors corresponding to λ are of the form

ξ = (0, . . . , 0, ar+1, ar+2, . . . , as) for some ar+i ∈ R.
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Proof. i: Suppose that λ is an eigenvalue of A, and V = (a1, a2, . . . , ar)
T is the

corresponding eigenvector. De�ne ξ = (a1, . . . , ar, 0, . . . , 0) ∈ Rk. Then clearly

Cξ = λξ, and thus λ is an eigenvalue of C. Let the k × k identity matrix I

be written in the form I =

(
Ir 0

0 Is

)
, where Ir and Is are, respectively, the

r × r and s× s identity matrices. Let λ be an eigenvalue of A with algebraic

multiplicity m. Then

(C − λI)ξ =

(
A− λIr 0

0 B − λIs

)


ξ1
...

ξ2
...

ξ3


=



0
...

0
...

0


.

Hence,

(A− λIr)

ξ1...
ξ2

 =

0
...

0


has a nontrivial solution

ξ̃ =

a1...
ar

 .

However

(B − λIs)

ξr+1

...

ξs

 =

0
...

0


has only the trivial solution 0

...

0

 .

Then ξ = (a1, . . . , ar, 0, . . . , 0)
T is an eigenvector of C corresponding to λ. The

same analysis can be done for generalized eigenvectors by solving (C−λI)iξ =
0, 1 ≤ i ≤ m.
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2.4 Linear periodic systems

The linear system

x(n+ 1) = A(n)x(n), (2.23)

where for all n ∈ Z, is called periodic if A(α + N) = A(α), for some positive

integer N . The periodic system (2.23) share basic properties of the corresponding

autonomous system.

Lemma 2.20. [10] Let B be a k × k nonsingular matrix and let m be any positive

integer. Then there exists some k × k matrix C such that Cm = B.

Proof. Let

P−1BP =


j1

j2
. . .

jr


be the Jordan form of B. De�ne

Ji = λi

(
Ii +

1

λi
Ni

)
.

where Ii is the ℓi × ℓi identity matrix and

Ni =


0 1 0

0 1
. . . . . .

1

0 0

 .

N2
i = 0, N3

i = 0, . . . , N ℓi
i = 0. i = 1, . . . , r (2.24)

De�ne

Gi = exp

[
1

m
ln Ji

]
,

= exp

(
1

m
ln

(
λiIi +

(
Ii +

1

λi
Ni

)))
= exp

(
1

m

(
lnλiIi + ln

(
Ii +

1

λi
Ni

)))
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= exp

(
1

m

(
lnλiIi +

∞∑
ℓ=1

(−1)ℓ+t

ℓ

(
Ni

λi

)ℓ
))

(2.25)

Hence, Gi is a well-de�ned matrix. As well as , Gm
i = Ji

Now, if we let

G =


G1 0

G2

. . .

0 Gr

 ,

where Gi is de�ned in formula (2.25) , then

Gm =


Gm

1 0

Gm
2

. . .

0 Gm
r

 = J.

Finally if E = PGP−1. Then Em = PGmP−1 = PJP−1 = B.

Lemma 2.21. [1] The periodic system x(n+1) = A(n)x(n) has two main properties

(1) If Φ(n) is a fundamental matrix of the system, then Φ(n + N) is also funda-

mental.

(2) Φ(n+N) = Φ(n)E, for some nonsingular matrix E.

Proof. (1) Let Φ(n) be a fundamental matrix of the given system then Φ(n+1) =

A(n)Φ(n). Now

Φ(n+N + 1) = A(n+N)Φ(n+N) = A(n)Φ(n+N),

since the system is periodic. Hence Φ(n+N) is also a fundamental matrix of

system.

(2) Suppose that ψ1(n, n0) = Φ(n+N)Φ−1(n0+N) and ψ2(n, n0) = Φ(n)Φ−1(n0)

are two fundamental matrices of system (2.23) that has the same initial condi-

tion ψ1(n0, n0) = ψ2(n0, n0) = I. By the uniqueness of fundamental matrices

ψ1(n, n0) = ψ2(n, n0), we have

Φ(n+N) = Φ(n)Φ−1(n0)Φ(n0 +N) = Φ(n)E,

for nonsingular matrix E.
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The following theorem, is a consequences of the lemma

Theorem 2.22. [18] For every fundamental matrix Φ(n) of system (2.24), there

exists a nonsingular periodic matrix P (n) of period N such that

ϕ(n) = P (n)Bn. (2.26)

Proof. By Lemma (2.21), there exists some matrix B such that BN = E, where E

is the matrix speci�ed in Lemma (2.21)(2). De�ne P (n) = Φ(n)B−n, where B−n =

(Bn)−1, then

P (n+N) = Φ(n+N)B−NB−n

= Φ(n)EB−NB−n

= Φ(n)B−n

= P (n).

Since P (n) has period N and nonsingular. From the de�nition of P (n) it thus follows

that Φ(n) = P (n)Bn.

Lemma 2.23. [1] If Φ(n) and ψ(n) are two fundamental matrices of (2.24) such

that

Φ(n+N) = Φ(n)C,

ψ(n+N) = ψ(n)E,

then C and E are similar (and thus they have the same eigenvalues).

Lemma 2.24. [10] A complex number λ is a Floquet exponent of (2.24) if and only

if there is a nontrivial solution of (2.24) of the form λnq(n), where q(n) is a vector

function with q(n+N) = q(n) for all n.

Proof. First, we assume that λ is a Floquet exponent of (2.24). Then,we also know

that det(Bn − λnI) = 0. Now choose x0 ∈ Rk, x0 ̸= 0, such that (Bn − λnI)x0 = 0

for all n. Hence, we have the equation Bnx0 = λnx0. Thus, P (n)Bnx0 = λnP (n)x0,

where P (n) is the periodic matrix de�ned in formula (2.26). By formula (2.26) now,

x(n, n0, y0) = Φ(n, n0)x0 = P (n)Bnx0 = λnP (n)x0 = λnq(n),

and we have the desired periodic solution of (2.24), where q(n) = P (n)xo. Conversely,

if λnq(n), q(n+N) = q(n) ̸= 0 is a solution of (2.24), Theorem (2.22) then implies

that

λnq(n) = P (n)Bnx0 (2.27)
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for some nonzero vector xo. This implies that

λn+Nq(n) = P (n)Bn+Nxo. (2.28)

But, from (2.27),

λn+Nq(n) = λNP (n)Bnxo. (2.29)

Equating the right-hand sides of formulas (2.28) and (2.29), we obtain

P (n)Bn[BN − λNI]xo = 0,

and thus

det [BN − λNI] = 0.

This manipulation shows that λ is a Floquet exponent of (2.24).

Corollary 2.25. [18] The following statements hold:

i) System (2.24) has a periodic solution of period N if and only if it has a Floquet

multiplier equal to 1.

ii) There is a Floquet multiplier equal to −1 if and only if system (2.24) has a

periodic solution of period 2N .

Remark 2.26. corollary (2.25), part (ii), gives us a formula to �nd the matrix

C = BN , whose eigenvalues happen to be the Floquet multipliers of (2.24).

C = Φ−1(n)Φ(n+N).

By letting n = 0, we have

C = ϕ−1(0)Φ(N). (2.30)

If we take Φ(N) = A(N − 1)A(N − 2)...A(0), then Φ(0) = I. Thus, formula (2.30)

becomes

C = Φ(N),

or

C = A(N − 1)A(N − 2)...A(0). (2.31)

We now give an example to illustrate the above results.
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Example 2.27. Consider the planar system

x(n+ 1) = A(n)x(n),

A(n) =

(
(−1)n 0

0 (−1)n

)
.

Clearly, A(n+ 2) = A(n) for all n ∈ Z. Applying formula (2.30),

B2 = C = A(1)A(0) =

(
0 −1

−1 0

)
.

Thus the Floquet multipliers are −1,−1. By virtue of Corollary (2.25), the system

has a 4-periodic solution. Note that since A(n) has the constant eigenvalues −1, 1,

ρ(A(n)) = 1.
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Stability Theory

3.1 Stability theory of �rst order di�erence equa-

tion

Consider the nonautonomous �rst order di�erence equation

x(n+ 1) = f(x(n)) (3.1)

With f : R → R, and x∗ is the equilibrium point.

De�nition 3.1. [20]

(1) stable if for all ε > 0, there exists δε > 0 such that

∥x0 − x∗∥ < δε implies ∥fn(x0) − x∗∥ < ε all n > 0. Hence, if the system is

initiated within a distance δε from the equilibrium point, all subsequent values

will remain within a distance ε from the equilibrium point.

If x∗ is not stable, it is called unstable.

(2) attracting if there exists η > 0 such that ∥x(0)−x∗∥ < η implies limn→∞ x(n) =

x∗. If η = ∞, x∗ is called globally attracting. Hence, if the system is initiated

within a distance η from the equilibrium point.

(3) asymptotically stable or is an asymptotically stable equilibrium point if it is

stable and attracting. If η = ∞, x∗ is called globally asymptotically stable.

De�nition 3.2. [10] The equilibrium point x∗ is called the hyperbolic if | f ′(x∗) |≠ 1

and non hyperbolic if | f ′(x∗) |= 1

37



Chapter 3. Stability Theory 38

Theorem 3.3. [11, 19] x∗ is an equilibrium point of the nonlinear autonomous

di�erence equation

x(n+ 1) = f(x(n)).

Where f is continuously di�erentiable at x∗. the following statements then hold true:

(i) The x∗ is asymptotically stable, if | f ′(x∗) |< 1.

(ii) The x∗ is unstable, if | f ′(x∗) |> 1.

Proof. (i) Suppose that | f ′(x∗) |< V for some V < 1. Then, because of the

continuity of the derivative, there exists an interval I = (x∗−γ, x∗+γ), γ > 0,

such that | f ′(x∗) |< V < 1 for all x ∈ I. For x0 ∈ I,

|x1 − x∗| = |f(x0)− f(x∗)|.

The mean value theorem then implies that there exists ξ, x0 < ξ < x∗, such

that

|f(x0)− f(x∗)| = |f ′(ξ)||x0 − x∗|.

Hence, we have

|x1 − x∗| ≤M |x0 − x∗|

This shows that x1 is closer to x∗ than x0 and is thus also in I because V < 1.

By induction we therefore conclude that

|x(n)− x∗| ≤Mn|x0 − x∗|

For any ε > 0, let δε = min(γ, ε) then |x0−x∗| < δε| implies |x(n)−x∗| < ε for

all t ≥ 0. x∗ is therefore a stable equilibrium point. In addition, x∗ is attractive

because limn→∞ |X(n)−X∗| = 0. Thus, X∗ is asymptotically stable.

(ii) Assume that | f ′(x∗) |> 1, Choose λ > 1 and I = (x∗ − ϵ, x∗ + ϵ) for some

ϵ > 0 so that

|f(x)− f(w)| = |f ′(c)||x− w| ≥ λ|x− w|

for all x,w in I. By induction,

|fn(x)− x∗| ≥ λn|x− x∗|

as long as fn(x) is in I. Since λ > 1, it follows that all solutions of Eq.(3.1)

that originate in I, except for the constant solution x(n) = x∗, must leave I

for su�ciently large n. Then x∗ is unstable.
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For non hyperbolic case where | f ′(x∗) |= 1, we have two cases

(1) If f ′(x∗) = 1

(2) If f ′(x∗) = −1.

For the second case f ′(x∗) = −1, then the schwarzian derivative of a function f.

Sf(x) =
f ′′′(x)

f ′(x)
− 3

2

[
f ′′(x)

f ′(x)

]2
Because f ′(x∗) = −1, then

Sf(x∗) = −f ′′′(x∗)− 3

2
(f ′′(x∗))2

Theorem 3.4. [1] Suppose that for an equilibrium point x∗ of eq.(3.1), f ′(x∗) = 1.

The following statements then hold:

(1) The x∗ is unstable, if f ′′(x∗) ̸= 0.

(2) The x∗ is asymptotically stable, if f ′′′(x∗) < 0 and f ′′(x∗) = 0.

(3) The x∗ is unstable, if f ′′′(x∗) > 0 and f ′′(x∗) = 0.

Theorem 3.5. [11] Suppose that for the equilibrium point x∗ of (3.1) f ′(x∗) = −1

The following statements then hold:

(1) The x∗ is asymptotically stable, if Sf(x∗) < 0.

(2) The x∗ is unstable, if Sf(x∗) > 0.

Example 3.6. Consider the di�erence equation

x(n+ 1) = 3x3(n)− 2x(n)

The equilibrium point are 0, 1 and −1 f ′(x) = 9x2 − 2

f ′(0) = −2, so theorem (3.5) applies f ′′(x) = 18x, f ′′′(x) = 18

Sf(x∗) = −18− 3

2
(18x)2

Sf(0) = −18 < 0, then x∗ is asymptotically stable, it follows from theorem (3.3)

that 1 is unstable , so −1 is unstable by theorem (3.3).
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Example 3.7. Consider the di�erence equation

x(n+ 1) = tan−1 x(n)

The equilibrium point is 0, f ′(0) = 1 so theorem (3.4) applies f ′′(0) = 0,

and f ′′′(0) = −2 , then 0 is asymptotically stable.

De�nition 3.8. [1] Consider f : R → R be continuous map, f(x∗) = x∗

x∗ is called the semi-asymptotically stable from the left (resp.right)if it is both,

(1) stable from the left (resp.right), i.e for every ε > 0, there exist δ such that

x ∈ (x∗ − δ, x∗), (resp.(x∗, x∗ + δ)) implies that | fn(xo)− x∗ |< ε.

(2) attracting from the left (resp.right) i.e there exist η > 0 such that x ∈ (x∗ −
η, x∗), (resp.(x∗, x∗ + η)) implies that limn→∞ fn(xo) = x∗.

If we divide the plane into regions Ai,Bi, 1 ≤ i ≤ 4

A1 = {(x, y) : y ≥ x, x ≥ x∗}
A2 = {(x, y) : x∗ ≤ y < x}
A3 = {(x, y) : −x+ 2x∗ ≤ y ≤ x∗}
A4 = {(x, y) : y ≤ −x+ 2x∗, x ≥ x∗}
B1 = {(x, y) : −x+ 2x∗ ≤ y ≤ x∗}
B2 = {(x, y) : x∗ ≤ y < −x+ 2x∗}
B3 = {(x, y) : x ≤ y < x∗}
B4 = {(x, y) : y ≤ x ≤ x∗}
Let f : R → R and x∗ be the only �xed point of f . write if as

f(x) =

ψ(x), if x ≤ x∗,

φ(x), if x ≥ x∗,

Where ψ(x∗) = φ(x∗) = x∗ and both ψ(x) and φ(x) are continuous maps. The lines

y1 = x1,y2 = 2x∗−x, y3 = x∗, and, x = x∗ divide the plane into the above -mentioned

eight regions.

De�nition 3.9. [1, 10] If the set {(x, ψ(x) : x ≤ x∗} ⊂ Bi, for some i, then we

say that ψ(x) stays in Bi, on the other hand, if the set {(x, φ(x)) : x ≥ x̄} ⊂ Ai, for

some i, then we say that φ(x) stays in Ai. The following proposition regarding the

behavior of the map f in the regions Ai and Bi, 1 ≤ i ≤ 4.
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Proposition 3.10. [11] if φ(x) stays in Ai for all x ∈ R, then

(1) If ψ(x) stays in one of the regions B1, B2, or B3, then x
∗ is globally asymptot-

ically stable.

(2) If ψ(x) stays in B4, then x
∗ is semi-asymptotically stable from the right.

Proposition 3.11. [11] The following statements hold true.

(1) if φ(x) stays in A3 for all x ∈ R, then x∗ is globally asymptotically stable if

ψ(x) stays in B3, it is unstable if ψ(x) stays in B4.

(2) if φ(x) stays in A4 for all x ∈ R, then x∗ is unstable if ψ(x) stays in B3, it is

globally asymptotically stable if ψ(x) stays in B4.

(3) if φ(x) stays in A1 for all x ∈ R, then x∗ is unstable if ψ(x) stays in one of

the regions B1, B2 or B4 it is semi-asymptotically stable from the left if ψ(x)

stays in B3.

Theorem 3.12. [11] Let x∗ be a �xed point of f , then the following statement hold

true

(1) suppose that f ∈ C2k, if f ′′(x∗) = . . . = f (2k−1)(x∗) = 0 and f ′(x∗) = 1, but

f 2k(x∗) ̸= 0 then x̄ is semi-asymptotically stable

(a) from the left if f 2k(x∗) > 0

(b) from the right if f 2k(x∗) < 0

(2) suppose that f ∈ C2k+1, if f ′′(x∗) = . . . = f 2k(x∗) = 0 and f ′(x∗) = 1, but

f (2k+1)(x∗) ̸= 0 then

(a) x∗ is (locally) asymptotically stable if f (2k+1) < 0

(b) x∗ is unstable if f (2k+1) > 0

Proof. (1) Let q(x) = f(x)− x and let δ be a su�ciently small number. then, by

Taylor Theorem.

q(x∗ + δ) = q(x∗) + q′(x∗)δ + . . .+
q(2k−1)(x∗)

(2k − 1)!
δ(2k−1) +

q(2k)(ξ)

(2k)!
δ2k
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Holds for some x∗ < ξ < x∗ + δ, and hence

q(x∗ + δ) =
f 2k(ξ)

(2k)!
δ2k, x∗ < ξ < x∗ + δ (3.2)

It is clear from equation (3.2) that whenever f 2k(x∗) > 0 and f 2k(x∗) < 0, it

follows that q(x) > 0 and q(x) < 0 in (x∗ − δ, x∗ + δ) for an su�ciently small

δ. Applying proposition (3.10) and (3.11) now yeilds the desired result.

(2) Under the given assumption in part 1, and by using Taylors theorem, we obtain

q(x∗ + δ) =
f 2k+1(ξ)

(2n+ 1)!
δ2n+1, x∗ < ξ < x∗ + δ (3.3)

Now, from equation (3.3) if f 2k+1(x∗) > 0, then q(x) > 0 in (x∗, x∗+δ) and q(x) < 0

in (x∗ − δ, x∗), for a su�ciently small δ, this implies, by proposition (3.11), that x∗

is unstable. on the other hand, if f 2k+1(x∗) < 0, then q(x) < 0 in (x∗, x∗ + δ) and

q(x) > 0 in (x∗ − δ, x∗), for a su�ciently small δ, this implies, by proposition (3.10)

that x∗ is asymptotically stable.

Example 3.13. Consider the map f(x) = x+ x4

x∗ = 0 is a �xed point of f

f ′(x∗) = 1, f ′′(x∗) = f ′′′(x∗) = 0, but f (4)(x∗) = 24 > 0 By theorem (3.12) x∗ is

semi-asymptotically stable from the left.

Note that: If x∗ is a equilibrium point of f , it must be a equilibrium point of h and

h′(x∗) = 1.

Theorem 3.14. [12] Let f : R → R be continuous with f(x∗) = x̄ and f ′(x∗) = −1,

set h(x) = f(f(x)). Then x∗ is classi�ed under f in the same way as under h.

Note that | fn(x∗) |< 1 if and only if | hn(x∗) |< 1.

Hence, x∗ is asymptotically stable ( unstable) under f if and only if it is asymptot-

ically stable ( unstable) under h.

Theorem 3.15. [3, 11] Assume that f ∈ C(2k+1) and x∗ is a �xed point of f such

that f ′(x∗) = −1,

If h(2k+1)(x∗) ̸= 0 and h′′(x∗) = . . . = h(2k)(x∗) = 0, then

(1) If g(2k+1)(x∗) < 0, then x∗ is a asymptotically stable.

(2) If g(2k+1)(x∗) > 0, then x∗ is unstable.
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Theorem 3.16. [11] Let f be analytic with f ′(x∗) = −1, then for some m > 1,

(1) if h′′(x∗) = . . . = h(2m−1)(x∗) = 0 then h(2m)(x∗) = 0.

(2) x∗ cannot be semi-asymptotically stable under h.

Proof. Suppose: f ′(x∗) = −1, by Taylor theorem, we have some small δ with

f(x∗ + δ) = f(x∗) + δf ′(x∗) +
δ2f ′′(x∗)

2!
+ . . .+ x∗ − δ + 0(δ2)

So, for x0 = x∗ + δ > x∗, f(xo) < x∗, and

for x0 = x∗ − δ < x∗, f(xo) > x∗, in other words, for x0 ∈ (x∗ − δ, x∗ + δ) either

f (2m)(x∗) ∈ (x∗, x∗ + δ) and f (2m+1)(x∗) ∈ (x∗ − δ, x∗) for all m ∈ Z+ or

f (2m)(x∗) ∈ (x∗ − δ, x∗) and f (2m+1)(x∗) ∈ (x∗, x∗ + δ) for all m ∈ Z+.

Now, if f (2m)(xo) → x∗ as k → ∞ then f (2m+1)(x0) → x∗ as m→ ∞
Hence, either x∗ is unstable or x∗ is asymptotically stable. More importantly, it

cannot be semi-asymptotically stable.

Example 3.17. Consider the map f(x) = −2 + 2x2 − 4x3

f ′(0) = 0, f ′′(0) = 4,f ′′′(0) = −24

Sf(0) = −f ′′′(0)− 3
2
(f ′′(0))2 = 0, so this test falls

We will use

h(x) = f(f(x)) = 38−112x2+224x3+104x4−416x5+384x6+128x7−1288+256x9

h′(0) = 0, h′′(0) = −224, h(′′′)(0) = 1344 > 0, by theorem (3.15) then 0 is unstable.

But this algorithm requires a di�cult computation

Hence, we will use theorem (3.15) and formula which published by (FAA,DIBRUNO)

This formula depend on the derivatives of f(x) only.

Theorem 3.18. [12] (FAA,DIBRUNO). Let f ∈ C(n), then

dn

dxnh(x) =
dn

dxnf(f(x)) =
∑

n!
b1!b2!...bn!

f (b)(f(x))
(

f ′(x)
1!

)b1
. . .
(

f (n)(x)
n!

)bn
.

Where b = b1 + b2 + . . .+ bn and the sum extends over all possible integer bi

such that 0 ≤ bi ≤ n and n = b1 + 2b2 + . . .+ nbn.

If we are evaluating it at equilibrium point x∗ with h(x) = f(f(x)) and f ′x∗) =

−1

h(n)(x∗) =
∑ (−1)h1n!f (b)(x∗)

b1!b2!...bn!

(
f (2)(x∗)

2!

)b2

...

(
fn(x∗)

n!

)bn

(3.4)
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For example, if n = 3, there are three terms

{b1 = 3, b2 = b3 = 0},{b1 = b2 = 1, b3 = 0} and {b1 = b2 = 0, b3 = 1}

h3(x∗) =

(
(−1)3

3!

3!

)
f 3(x∗) +

(
(−1)1

3!

1!1!

)
f ′′(x∗)

(
f ′′(x∗)

2!

)
+

(
(−1)0

3!

1!

)
f ′(x̄)

f 3(x̄)

3!

= f 3(x∗)− 3(f ′′(x∗))2 − f 3(x∗) = 2Sf(x)

There is generalized analogs of the schwarzian derivative to use in our classi�cation

by using formula (3.4)

Take Smf(x) =
1
2
h(2m+1)(x), and simplify using assumption that Sif(x) = 0 for all

i < m:

S1f(x) = −f (3)(x)− 3
2
(f ′′(x))2

S2f(x) = −f (5)(x)− 15
2
f ′′(x)f (4)(x) + 15(f ′′(x))(4)

S3f(x) = −f (7)(x)−14f ′′(x)f (6)(x)+945
2
(f ′′(x))(3)f (4)(x)−35

4
(f (4)(x))2−9045

4
(f ′′(x))6.

Theorem 3.19. [13] Let f : R → R be continuous with f ′(x∗) = −1 and f(x∗) = x∗

let m ≥ 1 be minimal such that Smf(x
∗) = B ̸= 0, then x∗ is classi�ed as follows:

(1) The x∗ is unstable , if B > 0.

(2) The x∗ is stable, if B < 0.

Example 3.20. Consider f(x) = −x+ x2 − x3 + 2
3
x4

f ′(0) = −1, f ′′(0) = 2,f 3(0) = −6, and f 4(0) = 16

S1f(0) = S2f(0) = 0 and S3f(0) = −86480 < 1

Hence, 0 is stable �xed point

3.2 Explicit criteria for stability of two-dimensional

systems

In serval applications explicit criteria are needed on the entries of the matrix for the

eigenvalues to lie inside the unit disk. To illustrate this, the following matrix should

be taken into account

A =

(
b11 b12

b21 b22

)
.
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The equation of the matrix is given by

λ2 − (b11 + b22)λ+ (b11b22 − b12b21) = 0,

or

λ2 − (trA)λ+ detA = 0. (3.5)

where p1 = −trA, p2 = detA, it is concluded that the eigenvalues of A lie inside the

unit disk if and only if

1 + trA+ detA > 0, 1− trA+ detA > 0, 1− detA > 0

or, equivalently,

|trA| < 1 + detA < 2. (3.6)

Under condition (3.6), the zero solution of the equation

x(n+ 1) = Ax(n)

is asymptotically stable. The situation can be described when some eigenvalues of

A in (3.5) are inside the unit disk and some eigenvalues are not inside the unit disk.

The result shown below is called the (Stable Subspace (Manifold)) Theorem. The

result does not need that A is invertible.

Let λ be an eigenvalue of A of multiplicity k and let ξ1, ξ2, . . . , ξk be the generalized

eigenvectors corresponding to λ. Then for each i, 1 ≤ i ≤ k, either

Aξi = λξi

(ξi is an eigenvector of A), or

Aξi = λξi + ξi−1.

The general eigenvectors conforming to λ are the answers of the equation

(A− λJ)kξ = 0.

All linear combinations, or the period of the generalized eigenvectors matching to

λ is invariant under A and is called the generalized eigenspace Eλ of the eigenvalue

of A. Clearly, if λ1 ̸= λ2, then E(λ1)

⋂
E(λ2) = {0}. Each eigenspace Eλ includes the

zero vector.

Suppose that A is hyperbolic, that is, none of the eigenvalues of A lie on the unit

45



Chapter 3. Stability Theory 46

circle. Arrange the eigenvalues of A such that ∆z = {λ1, λ2, ..., λr} are all the eigen-
values of A with | λi |< 1, 1 ≤ i ≤ r and ∆v = {λr+1, λr+z, ..., λm} are all the

eigenvalues of A with | λi |> 1, r + 1 ≤ i ≤ m. The eigenspace spanned by the

eigenvalues in∆z is denoted byW z, whereW z =
⋃r

i=1 λi and the eigenspace spanned

by the eigenvalues in ∆v is denoted by W v, where W v =
⋃r

i=1 λi.

Theorem 3.21. (The Stable Subspace (Manifold) Theorem)[20]

If A is hyperbolic, then the following statements should be true:

i) If x(n) is a solution of (2.5) with x(0) ∈ W z, then for each n, x(n) ∈ W z.

Furthermore,

lim
n→∞

x(n) = 0.

ii) If x(n) is a solution of (2.5) with x(0) ∈ W v, then x(n) ∈ W v. for each n.

Moreover,

lim
n→∞

x(n) = 0.

Proof. i) Let x(n) be a solution of (2.5) with x(0) ∈ W z. Since AEλ = Eλ, it

follows that AW z = W z. Hence x(n) ∈ W z for all n ∈ Z+. To prove the second

statement, observe that x(0) =
∑r

i=1 ciξi, where 1 ≤ ξi ≤ r are the generalized

eigenvectors corresponding to elements in ∆z. Let J = P−1AP be the Jordan

form of A. Then J may be written in the form

J =

(
Jz 0

0 Jv

)
where Jz has the eigenvalues in ∆z and Jv has the eigenvalues in ∆v, the corre-

sponding generalized eigenvectors ξ̃i, 1 ≤ i ≤ r, of Jz are of the form ξ̃i = P−1ξi =

(b(i1), b(i2), ..., b(ir), 0, 0, ..., 0)
T . Now

x(n) = Anx(0)

= PJnP−1

r∑
i=1

ciξi

= PJn

r∑
i=1

ciξi

= P

r∑
i=1

ci
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(
Jn
z ξ̃i

0 0

)
.

Thus limn→∞ x(n) = 0 since Jn
z → 0 as n→ ∞.

We now use the stability of the periodic system

x(n+ 1) = A(n)x(n), A(n+N) = A(n). (3.7)

Recall from (Chapter2) that if Φ(n, n0) is a fundamental matrix of (3.7), then there

exist a constant matrix D whose eigenvalues are called the Floquet exponents and a

periodic matrix P (n, no) such that Φ(n, no) = P (n, no)D
n−no , where P (n+N,n0) =

P (n, n0). Thus if Dn is bounded, then so is Φ(n, n0), and if Dn → 0 as n→ ∞, then

it follows that Φ(n, n0) → 0 as n→ ∞.

Theorem 3.22. [20]

The zero solution of (3.7) is:

i) The Floquet exponents have modulus less than or equal to 1 if and only if it is

stable ; those of modulus of 1 are semisimple.

ii) All the Floquet exponents lie inside the unit disk if and only if it is asymptot-

ically stable .

For practical purposes, the following corollary is of paramount importance.

Corollary 3.23. [10, 20] The zero solution of (3.7) is:

i) Each eigenvalue of the matrix C = A(N − 1)A(N − 2)...A(0) has modulus less

than or equal to 1 if and only if it is stable ; those solutions with modulus of

value 1 are semisimple;

ii) each eigenvalue of C = A(N − 1)A(N − 2)...A(0) has modulus less than 1, if

and only if it is asymptotically stable.

To summarize what we have discussed so far, �rst, for the autonomous (time-

invariant) linear system x(n+ 1) = Ax(n), the eigenvalues of A. But for a periodic

system x(n + 1) = A(n)x(n), the eigenvalues of A(n) do not play any role in the

determination of the stability properties of the system.

However, the Floquet multipliers of A(n) determine those properties. The following
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example should dismiss any wrong ideas regarding the role of eigenvalues in a non-

autonomous system.

Example 3.24. Let consider the periodic system where

A(n) =
1

8

(
0 9 + (−1)n.7

9− (−1)n.7 0

)
.

Here the eigenvalues of A are ± 2−
1
2 , and thus ρ[A(n)] < 1. By applying Corollary

(3.23), one may quickly check the stability of this system. We have

C = A(1)A(0) =
1

8

 0 2

16 0


0 16

2 0

 =


1
2

0

0 32


With n0 = 0, the fundamental matrix is

ϕ(n, 0) =

2−2n 0

0 2n


if n is even and

ϕ(n, 0) =

 0 2n

2−2n 0


if n is odd. In any case, this is a solution that will grow exponentially away from the

origin.

3.3 Stability of nonlinear systems of di�erence equa-

tion

Consider the nonlinear systems of di�erence equations

y(n+ 1) = A(n)y(n) + g(n, y(n)) (3.8)

The linear component is

z(n+ 1) = A(n)Z(n) (3.9)

Where A(n) is m×m matrix for all n ∈ Z+

g : Z+ ×G→ Rm, G ⊂ Rm, is a continuous function.
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System (3.8) arise from the linearization method which applied to the following

system.

x(n+ 1) = h(n, x(n)) (3.10)

Where g : Z+ × G → Rk, G ⊂ Rm, is continuously di�erentiable at an equilibrium

point y∗

(i.e
∂h

∂yi
| y∗ exists and is continuous on an open neighbored of y∗ for 1 ≤ i ≤ m.)

Let us write h = (h1, h2, . . . , hm)
T

∂h(n, y)

∂y
|y=0=

∂h(n, 0)

∂y



∂h1(n, 0)

∂y1

∂h1(n, 0)

∂y2
. . .

∂h1(n, 0)

∂ym

∂h2(n, 0)

∂y1

∂h2(n, 0)

∂y2
. . .

∂h2(n, y)

∂ym

...
... . . .

...

∂m(n, 0)

∂y1

∂hm(n, 0)

∂y2
. . .

∂hm(n, 0)

∂ym


Let

∂h(n, x∗)

∂x
is denoted by Dh(n, x∗), and

y(n) = x(n)− x∗

By substituting in (3.10), we have

y(n+ 1) = h(n, y(n) + x∗)− x∗

=
∂h

∂x
(n, x∗)y(n) + g(n, y(n))

Where g(n, y(n)) = h(n, y(n) + x∗)− x∗ − ∂h

∂x
(n, x∗)y(n)

Let A(n) =
∂h

∂x
(n, x∗), we obtain (3.8)

From the assumptions on h we conclude that g(n, y) = 0(∥ y ∥) as ∥ y ∥→ 0 this

means. given ε > 0, there exist δ > 0, such that ∥ g(n, y) ∥≤ ε ∥ y ∥ whenever

∥ y ∥< δ, for all n ∈ Z+. When x∗ = 0, we have:

g(n, y(n)) = h(n, y(n))−Dh(n, 0)y(n)

= h(n, y(n))− A(n)y(n)

Special case of system (3.10) is the autonomous system

y(n+ 1) = h(y(n)) (3.11)

49



Chapter 3. Stability Theory 50

Which can be written as

y(n+ 1) = Ay(n) + g(y(n)) (3.12)

Where A = h′(0). is the jacobian matrix h at 0, and g(y) = h(y)− Ay

Because h is di�erentiable at 0, it follows that g(y) = o(y) as ∥ y ∥→ 0,

Equivalently

lim
∥y∥→0

∥ g(y) ∥
∥ y ∥

= 0

Lemma 3.25. ( Discrete Gronwall Inquality)[18, 1] Let z(n) and h(n) be two se-

quences of real numbers,

n ≥ n0 ≥ 0 and h(n) ≥ 0, if z(n) ≤ M
[
z(n0) +

∑n−1
j=n0

h(j)z(j)
]
for some M > 0,

then

z(n) ≤ z(n0)
n−1∏
j=n0

[1 +Mh(j)], n ≥ n0 (3.13)

z(n) ≤ z(n0) exp

[
n−1∑
j=n0

Mh(j)

]
, n ≥ n0 (3.14)

Theorem 3.26. [1] Suppose that g(n, y) = o(∥ y ∥) uniformly as ∥ y ∥→ 0. If the

zero solution of the linear system (3.9) is uniformly asymptotically stable, then the

zero solution of the nonlinear system(3.8) is exponentially stable.

Proof. we have ∥ ϕ(n,m) ∥≤Mηn−m, n ≥ m ≥ n0 , for some M ≥ 1 and η ∈ (0, 1).

By variation of constant formula is given by

y(n, n0, y0) = Φ(n, n0)y0 +
n−1∑
j=n0

Φ(n, j + 1)g(j, y(j)).

Thus

∥ y(n) ∥≤Mηn−n0 ∥ y0 ∥ +Mη−1

n−1∑
j=n0

η(n−j) ∥ g(j, y(j)) ∥ (3.15)

For a given ε > 0, there is δ > 0 such that ∥ g(j, y) ∥< ε ∥ y ∥ when ever ∥ y ∥< δ,

so as long as ∥ y(j) ∥< δ, (3.15) becomes

η−n ∥ y(n) ∥≤M

[
η−n0 ∥ y0 ∥ +j +

n−1∑
j=no

εη−j−1 ∥ y(j) ∥

]
(3.16)
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Letting z(n) = η−n ∥ y(n) ∥ and then applying the Gronwall inequality (3.13) one

obtains

η−n ∥ y(n) ∥≤ η−n0 ∥ y0 ∥
n−1∏
j=n0

[
1 + εη−1M

]
Thus

∥ y(n) ∥≤∥ y0 ∥ (η + εM)(n−n0) (3.17)

Choose ε < (1−η)
M

. Then η + εM < 1, thus ∥ y(n) ∥≤∥ y0 ∥< δ for all n ≥ n0 ≥ 0.

Therefore, formula (3.16) holds and consequently by formula (3.17), we obtain ex-

ponential stability.

Example 3.27. Consider the following system

y1(n+ 1) =
αy2(n)

[1 + y21(n)]
(3.18)

y2(n+ 1) =
βy1(n)

[1 + y22(n)]
. (3.19)

Let h = (h1, h2)
T , where h1 =

αy2(n)

[1+y21(n)]
, h2 =

βy1(n)

[1+y22(n)]

computing jacobian matrix.

∂h

∂y
| (0, 0) =


∂h1
∂y1

(0, 0)
∂h1
∂y2

(0, 0)

∂h2
∂y1

(0, 0)
∂h2
∂y2

(0, 0)

 =

[
0 α

β 0

]

this yields, the following system

[
y1(n+ 1)

y2(n+ 1)

]
=

[
0 α

β 0

][
y1(n)

y2(n)

]
+


∂h1
∂y1

(0, 0)
∂h1
∂y2

(0, 0)

∂h2
∂y1

(0, 0)
∂h2
∂y2

(0, 0)


Or

y(n+ 1) = Ay(n) + g(y(n))

The eigenvalues of A are λ1 =
√
αβ, λ2 = −

√
αβ, hence. if | αβ |< 1, this shows

that the system is asymptotically stable |αβ| < 1. The following theorem for the

cases ρ(A) = 1, and ρ(A) > 1.

Theorem 3.28. [1] The following statement
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(1) the zero solution of (3.8) may be stable or unstable, if ρ(A) = 1.

(2) the zero solution of (3.8) is unstable, if g(x) is o(x) as ∥ x ∥→ 0 and ρ(A) > 1.

3.4 Application

3.4.1 One Species with Two Age Classes

you can consider a single-species, two-age-class system, with X(n) being the number

of young and Y (n) that of adults, in the nth time interval:

X(n+ 1) = dY (n), (3.20)

Y (n+ 1) = gX(n) + sY (n)−DY 2(n). (3.21)

A percentage g of the young become adult, and the rest will die before they could

reach maturity. The grownups or the adults have a fertility rate b and a density-

dependent existence rate sY (n)−DY 2(n). thus, the following Equation (3.20) may

be written in a more convenient form by supposing X(n) = DX(n)
b

and Ỹ (n) =

DX(n). Then we have

X̃(n+ 1) = Ỹ (n),

Ỹ (n+ 1) = aX̃(n) + sY (n)− Y 2(n). (3.22)

with a = cb > 0.

The nontrivial �xed point is (X̃∗, Ỹ ∗), with X̃∗ = Ỹ ∗ and Ỹ ∗ = d+ s− 1.

Note that the equilibria X̃∗ and Ỹ ∗ must be positive in order for the model to

make sense biologically. This result suggests that d+ s− 1 > 0. Since it is easier to

do stability analysis on the zero equilibrium point, we let x(n) = X̃(n) − X̃∗ and

y(n) = Ỹ (n)− Ỹ ∗. This yields the system

x(n+ 1) = y(n),

y(n+ 1) = dx(n) + ry(n)− y2(n), r = 2− 2d− s. (3.23)

The �xed point (0, 0) matches with the �xed point (X̃∗, Ỹ ∗). Local stability can now

be obtained by investigating the linearized system

x(n+ 1) = y(n),

y(n+ 1) = dx(n) + ry(n),
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whose eigenvalues are the roots of the characteristic equation

λ2 − rλ− d = 0.

By criteria (3.6), the trivial answer is asymptotically stable if and only if:

(i) 1− r − d > 0 or d+ s > 1 , and

(ii) 1 + r − d > 0 or 3d+ s < 3.

In the light of the above, the range of values of d and s for which the trivial solution

is asymptotically stable is limited by the region d = 1, s = 1, d + s = 1, and

3d+ s = 3. The shaded region represents the range of parameters d, s for which the

trivial solution is asymptotically stable. To �nd the region of stability (or the basin

of attraction) of the trivial solution the methods of Liapunov functions has to be

taken into account. Let

V (x, y) = d2x2 +
2drxy

1− d
+ y2.

Recall from calculus that Ax2 + 2Bxy + Cy2 = D is an ellipse if AC − B2 > 0, or

d2− d2r2

(1−d)2
> 0, or d−1 < r < 1−d. This reduces to s+d > 1 and s < 3−3d, the mixed

term xy can be removed to obtain A′x2 + C ′y2 = D, with A′ + C ′ = d2 + 1 > 0.

Moreover, A′C ′ > 0. Hence both A′ and C ′ are positive and, consequently, D is

positive. V (x, y) is positive de�nite. After some computation we obtain

∆V (x, y) = y2W (x, y),

where

W (x, y) = (y − r)2 − 2dx− 2ar(r − y)

1− d
+ d2 − 1.

Hence, ∆V (x, y) ≤ 0 if W (x, y) < 0, that is, if (x, y) is in the region

J = {(x, y) : (y − r)2 − 2dx− 2dr(r − y)

1− d
+ d2 − 1 < 0}.

The area J is limited by the parabolaW (x, y) = 0. Now, in the area J , ∆V (x, y) = 0

on the x-axis y = 0. So E is the x-axis. But since (J, 0) is mapped to (0, dg), the

largest invariant set M in E is the origin. Consequently, by Theorem (LaSalle
′
s

Invariance Principle) every bounded solution that remains in J will converge to the

origin.
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We now can give a basic estimate of the basin of attraction, that is, the set of all

points in J that converges to the origin. De�ne

Vmin = min{V (x0, y0) : (x0, y0) ∈ ∂J},
Ln = {X̃, Ỹ } : X̃ = x0 + X̃∗, Ỹ = y0 + Ỹ ∗,

V (x(n), y(n)) < Vmin, n = 0, 1, 2, . . .

If (x0, y0) ∈ L0, then V (x(1), y(1)) ≤ V (x0, y0) < Vmin, and hence (x(1), y(1)) ∈
L0. Likewise (x(n), y(n)) ∈ L0 for n = 1, 2, 3, . . . and, therefore, as n → ∞,

(x(n), y(n)) → (0, 0). Now, if (x0, y0) ∈ Ln, then

V (x(n+ 1), y(n+ 1)) ≤ V (x(n), y(n)) < Vmin,

the argument continues as before to demonstrate that x(n), y(n)) → (0, 0) as n →
∞. So the sets ln are estimates of the basin of attraction of (X̃, Ỹ ).

3.4.2 A Business Cycle Model

One of the best formal mathematical models for business cycles refers to Paul

Samuelson (1939). Sir John Hicks (1950) modi�ed the model later on. Let I(n)

denote the investment at time period n and Y (n) is the income at time period n.

according to the Samuelson-Hicks model, it is presumed that investment is relational

to income change, i.e.,

W (n) = u(Y (n− 1)− Y (n− 2)).

similarly, one may consumption G(n) is proportional to income Y (n − 1) in the

previous period, i.e.,

G(n) = (1− s)Y (n) (3.24)

where 0 ≤ s ≤ 1 is the ′′complementary′′ proportion used. Introducing the account-

ing identity for a closed economy:

Y (n) = G(n) + I(n) (3.25)

we derive a simple second-order di�erence equation

Y (n) = (1 + u− s)Y (n− 1)uY (n− 2). (3.26)
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The linear model (3.26) does not adequately represent a business since it does not

produce oscillatory solutions (or periodic cycles) except for special cases (such as

u = 1). A nonlinear cubic model

W (n) = u(Y (n− 1)− Y (n− 2))− u(Y (n− 1)− Y (n− 2))3, (3.27)

G(n) = (1− s)Y (n− 1) + εsY (n− 2), (3.28)

was proposed in Puu [9] and [14]. A fraction 0 ≤ ε ≤ 1 of savings was suppose to be

spent after being saved for one period. So for ε = 0, the original Hicks model (3.24)

is recovered.

Let us introduce a new variable

Z̃(n− 1) =
W (n)

u
= Y (n− 1)− Y (n− 2). (3.29)

Adding (3.11) and (3.28) and using (3.25) yields

Y (n+ 1) = W (n+ 1) +G(n+ 1)

= u(Y (n)− Y (n− 1)) + (1− s)Y (n) + εsY (n− 1)− u(Y (n)− Y (n− 1))3.

Subtracting Y (n) from both sides yields

Z̃(n) = (u− εs)Z̃(n− 1)− uZ̃3(n) + (ε− 1)sY (n− 1).

Let

Z̃(n) =

√
1 + u− εs

u
Z(n).

Now

Z(n) = (u− εs)Z(n− 1)− (1 + u− εs)Z3(n− 1) + (ε− 1)sY (n− 1).

consider d = (v − εs), (ε− 1)s = b. We get

Z(n+ 1) = dZ(n)− (1 + d)Z3(n) + bY (n) (3.30)

where b = (1−ε)s represents a sort of eternal rate of saving. Using (3.29) and (3.30)

we now have the two-dimensional system

Y (n+ 1) = Y (n) + Z(n),

55



Chapter 3. Stability Theory 56

Z(n+ 1) = dZ(n)− (d+ 1)Z3(n)− bY (n). (3.31)

System (3.31) has a single equilibrium point X∗ = (Y ∗, Z∗) = (0, 0). Local stability

can now be obtained by examining the linearized system(
Y (n+ 1)

Z(n+ 1)

)
=

(
1 1

−b −d

)(
Y (n)

Z(n)

)
. (3.32)

The eigenvalues are given by

λ1,2 =
d+ 1±

√
(d− 1)2 − 4b

2
.

By criteria (3.26), the trivial solution is asymptotically stable if and only if:

(i) 2 + 2d+ b > 0,

(ii) b > 0,

(iii) 1− d− b > 0.

Taking into account that d > 0 and 0 < b < 1, the region of stability S is given by

S = {(b, d)|0 < b < 1, 0 < d < 1− b}.

We conclude that if (b, d) ∈ S, then equilibrium X∗ = (0, 0) is asymptotically stable.

Notice that the eigenvalues λ1, λ2 are complex numbers if 1 − 2
√
b < d < 1 + 2

√
b.

But this is ful�lled if (b, d) ∈ S. Thus if (b, d) ∈ S, the equilibrium point X∗ = (0, 0)

is a stable focus.

At d = 1 − b, the equilibrium point X∗ = (0, 0) loses it stability and possible

appearance of cycles. For example, for d = 0, b = 1, an attracting cycle of period 6

and a saddle cycle of period 7 appear. At d =
√
2 − 1, b = 2 −

√
2 and attracting

and saddle cycles of period 8 appear and so on [16].
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